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SUMMARY

This paper is concerned with the development of a new high-order �nite volume method for the numer-
ical simulation of highly convective unsteady incompressible �ows on non-uniform grids. Speci�cally,
both a high-order �uxes integration and the implicit deconvolution of the volume-averaged �eld are
considered. This way, the numerical solution e�ectively stands for a fourth-order approximation of the
point-wise one. Moreover, the procedure is developed in the framework of a projection method for the
pressure–velocity decoupling, while originally deriving proper high-order intermediate boundary condi-
tions. The entire numerical procedure is discussed in detail, giving particular attention to the consistent
discretization of the deconvolution operation. The present method is also cast in the framework of
approximate deconvolution modelling for large-eddy simulation. The overall high accuracy of the
method, both in time and space, is demonstrated. Finally, as a model of real �ow computation, a
two-dimensional time-evolving mixing layer is simulated, with and without sub-grid scales modelling.
Copyright ? 2003 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Numerical simulations of highly convective unsteady �ows demand accurate numerical
schemes in order to properly resolve the wide range of the time and length scales involved.
Traditionally, the Navier–Stokes (NS) equations have been discretized on staggered grid with
second-order accurate central �nite di�erence (FD) schemes (e.g. References [1, 2]). The use
of such schemes becomes particularly critical in large-eddy simulation (LES) where the un-
known sub-grid scale (SGS) stresses must be modelled in terms of the resolved �eld. In
fact, the highest wave number components could be strongly contaminated by large numeri-
cal errors associated with low order methods. Hence, much more attention has been recently
devoted to the correlation between numerical and modelling errors (e.g. References [3, 4]).
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In particular, the second-order spatial accuracy was theoretically demonstrated to be too poor
for computing an accurate LES solution. Nevertheless, for a long time, the use of second-order
FD schemes has been the standard in LES of turbulent �ows and this kind of discretization
was recognized to be related to the implicit application of volume-averaging (e.g. Reference
[5]). Moreover, second-order FD methods have been used for performing LES on non-uniform
grids without taking into account the lack of commutativity between non-homogeneous averag-
ing and di�erentiation. The commutation error terms arising from second-order schemes result
of the same magnitude order of the local truncation error and the correct LES equations were
analysed in Reference [6]. Thus, various forms of higher-order FD schemes for both stag-
gered and co-located non-uniform grids have been applied. For instance, in References [7–10]
the main issue consisted in developing appropriate discrete operators in order to get high-
spatial accuracy, while respecting both the conservation of balanced quantities and the sym-
metry of the di�erential operators (i.e. preserving the fundamental properties of the continuum
model).
On the other hand, the integral formulation of the NS equations is on the basis of the �nite

volume (FV) methods, representing discrete models which allow the balanced quantities, i.e.
mass and momentum, to be a priori conserved. However, the kinetic energy is not automat-
ically conserved in the inviscid limit and special schemes should be constructed to ensure
discrete energy conservation [7, 8]. Therefore, although the integral form is more di�cult to
discretize than the di�erential counterpart, it appears to be the most natural from a physical
point of view. Before introducing the concept of high-order FV methods, it is necessary to
emphasize a fundamental di�erence between FV and FD approximations as it concerns their
accuracy. By de�nition, a FD method is of accuracy order p if the local truncation error,
that is the di�erence between the discrete and the di�erential operators applied onto the exact
solution, is O(hp); h being the grid spacing [11]. As a matter of fact, for practical purposes,
one usually can measure the accuracy by evaluating, for vanishing grid spacing, the asymptotic
behaviour of the discretization error, that is the di�erence between the numerical solution and
a reference one (possibly, under conditions of existence and uniqueness, the exact solution,
e.g. Reference [12]).
In FV formulations, one approximates the �ux integrals by means of a numerical �ux func-

tion, obtaining the numerical solution in terms of a volume-averaged �eld, and higher order
methods are constructed by increasing the spatial accuracy for �uxes approximation. It is
important to note how the development of such methods has been strongly in�uenced by the
research on numerical simulation of compressible inviscid �ows (e.g. References [13, 14]).
In this case, the integral formulation remains the only one mathematically admissible and,
from the well-known Lax-Wendro� theorem, if the FV solution converges it does so to-
ward a physical solution of the conservation law, namely the so-called weak solution (e.g.
Reference [11]).
Conversely, for incompressible viscous �ows simulation, where regular solutions are some-

how expected, it makes sense to seek for higher-order point-wise solutions than the volume-
averaged one. A fourth-order procedure, based upon Lagrangian interpolation, was developed
for solving steady incompressible �ows by using a co-located variable arrangement in Ref-
erence [15], while a compact fourth-order FV method, based upon the Pad�e approximation
for the �ux integration and a fully coupled velocity–pressure methodology, was recently pre-
sented in Reference [16]. In the latter paper, a deconvolution procedure was proposed as
a post-processing tool for plotting a more detailed velocity �eld. As the deconvolution is
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performed after the computation of the �ow �eld is �nished, it does not enter into the dy-
namics of the resolved cell-averaged velocity.
In this paper, a high-order FV methodology in which the time-dependent solution is a self-

representation of a high-order discrete approximation to the point-wise solution, the deconvo-
lution procedure being built-in in the adopted numerical formulation, is proposed. Following a
series of papers on a local average method, introduced and developed in References [17–19],
the present numerical procedure is based on the approximate deconvolution of the integral
NS equations. Hence, starting from the classical top-hat �ltering procedure, a class of high-
order �lters is de�ned. The introduction of higher-order �ltered variables is very attractive
for turbulence modelling. In fact, the present method can be also viewed in the framework
of the so-called implicit structural models for LES, as discussed in Reference [20]. In par-
ticular, it was demonstrated in Reference [19] how, by increasing the de-averaging order, the
high-order �ltered variable tends toward the spectral cut-o� �ltered counterpart, which is more
appealing from the physical point of view [21–23]. However, since sharp cut-o� �ltering is
naturally related to spectral methods, which are limited to simulations of simple geometry
�ows, more complex �ows can be conveniently treated by means of FV methods. Further-
more, non-uniform computational grids are necessary in handling non-homogeneous �ows,
even for simple geometry.
Therefore, one of the aims of this study is to extend this high-order �ltering methodol-

ogy to more general problems than those manageable by spectral methods. Following these
guidelines, a real fourth-order FV method for unsteady �ows on non-uniform grids, based
on a fractional time-step (FTS) method for the velocity–pressure decoupling (e.g. References
[24–26]), is constructed. In considering the governing equations for the high-order �ltered
velocity, as the integral and di�erential operators do not commute for non-uniform grids,
either additional terms should be computed or special �ltering should be adopted [6, 23, 27].
An original strategy for avoiding the explicit computation of the above-mentioned additional
terms is proposed, which consists in resolving a modi�ed momentum equation, wherein the
approximate inverse deconvolution is applied directly upon the velocity time derivative. Note
that, when solving the unsteady NS equations by means of the FV approach, the time deriva-
tive involves the cell-averaged velocity. For second-order methods, the latter is congruently
approximated by the cell value at the cell circum-centre whereas, for higher order methods, a
coupling between the cell value to its neighbouring nodes becomes necessary. This operation
is usually referred to as reconstruction or, according to the Finite Element literature, mass ma-
trix construction [28] and strongly depends on the assumption about the underlying functional
form of the solution. The present reconstruction procedure based upon the truncated Taylor
series expansion is here preferred as it can be interpreted in terms of a di�erential de-�ltering
operation in the LES approach (e.g. Reference [20]).
As far as the spatial discretization is concerned, the �ux integration is congruently performed

to fourth-order accuracy, by adopting both the Simpson integration formula and the Lagrange
polynomial interpolation on Cartesian non-uniform grids. In order to simplify the procedure,
it has been decided to co-locate the variables at the same grid nodes, rather than to adopt a
staggered grid. However, owing to the strong even–odd coupling associated with the adopted
stencil, no spurious pressure solutions were produced. Eventually, by adopting the second-
order semi-implicit Adams-Bashforth=Crank-Nicolson (AB=CN) scheme, the time integration
of the governing equations was carried out. It is worth noting how, in order to obtain a time-
accurate solution, a careful de�nition of the intermediate boundary conditions for the FTS
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method is required [25, 26, 29, 30]. In the present paper, an original methodology for deriving
congruent second-order time-accurate boundary conditions is proposed.
In the framework of LES of turbulent �ows, the deconvolved integral NS equations can

be interpreted as the governing equations for the explicit-�ltering LES, corresponding to the
application of a high-order �lter. In fact, the deconvolution of the volume-averaged solution,
along with the high-order �ux reconstruction, is performed at every time step. Hence, one
really solves the evolution equation for the approximately deconvolved variable, that resembles
that one reported in Reference [31]. In this respect, the present method is naturally related
to other approximate deconvolution-based procedures which, however, were developed for
modelling the evolution equations for the volume-averaged solution [32–35]. Actually, these
models, which were originally applied for LES based upon the di�erential form of the gov-
erning equations, are here extended to the FV integral formulation, leading to some signi�cant
modi�cations.
Some numerical results are obtained, for both the simply averaged velocity and the decon-

volved one, by supplying the LES equations with mixed models (i.e. scale-similarity model
plus eddy-viscosity one). Some insights into the performances of di�erent FV based LES
formulations are provided.
Finally, the outline of the paper is as follows: After introducing the governing equations

for the deconvolved �eld in the next section, the entire numerical procedure is detailed in
Section 3, where the speci�c feature of the consistent discretization of the inverse deconvo-
lution operator is also discussed. Section 4 is devoted to the clari�cation of how the present
formulation can be interpreted in the framework of LES of incompressible �ows. Numerical
results for both an exact unsteady NS solution and a real �ow prototype, i.e. the time evolving
mixing layer, are presented in Section 5. These results clearly demonstrate the validity of the
proposed method and the advantages of having a fourth-order accurate velocity �eld, as traced
in the concluding section.

2. DECONVOLVED INTEGRAL NAVIER–STOKES EQUATIONS
ON NON-UNIFORM GRIDS

Consider, in a bounded computational domain V , the �ow of an incompressible �uid with con-
stant properties. The integral non-dimensional NS equations are written over a FV �(x)⊆V ,
centred in x, as ∫

@�(x)
v · n dS=0 (1)

@�v
@t
=− 1

|�(x)|
∫
@�(x)

F · n dS (2)

where |�(x)| is the FV measure and n the local unit vector outward the boundary @�(x).
Moreover, F(v)= vv+Ip−(1=Re)(∇v+∇Tv) stands for the momentum �ux tensor, v being the
velocity vector, Ip the pressure stress tensor and Re the Reynolds number. Proper boundary
conditions on @V must be prescribed in order to integrate the system (1)–(2), starting from
a divergence-free initial velocity. In Equation (2), the local volume-averaged velocity �v is
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de�ned according to:

�v(x; t)=
1

|�(x)|
∫
�(x)

v(x′; t) dx′ (3)

Following the formulation proposed in References [17–19], by performing a mth order
Taylor-series expansion of v around the FV centre x, Equation (3) can be rewritten as

�v(x)= (Ix − R(m)x )v+ · · · (4)

where, for sake of brevity, time dependence was omitted. In the previous relation, Ixv= v(x)
and the mth order di�erential operator

R(m)x ≡−
m∑
l=1

1
l!

∑
l1+l2+l3=l

Cl1 ; l2 ; l3 (x)D
(l1 ; l2 ; l3)
x

was introduced, D(l1 ; l2 ; l3)x = @l1x1@
l2
x2@

l3
x3 being the lth order three-dimensional derivative in a

Cartesian reference system and

Cl1 ; l2 ; l3 (x)=
1

|�(x)|
3∏
k=1

∫
�(x)
(x′k − xk)lk dx′

standing for the coe�cients in the sum. Note that, for non-uniform grids, these coe�cients
e�ectively are space dependent. Starting from (4), the un�ltered velocity can be approximately
expressed in terms of the �ltered one as

v(x)= (Ix + R(m)x + [R(m)x ]
(2) + · · ·)�v

Thus, a higher-order �ltered velocity is de�ned by truncating the previous expansion
according to

ṽ(x)≡A(m)x �v (5)

A(m)x standing for the mth order truncated deconvolution di�erential operator. Let us note
that the adoption of truncated series expansion is a well-known procedure in regularizing ill-
posed problems (e.g. [31, 34, 35]). This way, since v(x)= ṽ(x)+O(hm+1); h being the linear
extension of the FV (e.g. h= |�(x)|1=3), the deconvolved velocity �eld ṽ represents an mth
order approximant to v. Henceforth, as a consequence of de�nition (5), Equation (2) can be
rewritten as a balance equation for ṽ, that is

@ṽ
@t
=−A(m)x

[
1
|�|

∫
@�
F · n dS

]
(6)

Observe that, as usual in FV procedures, Equation (6) needs closure modelling since the
�ux F depends onto the un�ltered velocity v. Moreover, owing to the lack of commuta-
tivity between deconvolution and integration, a commutation vector term, say m, should be
considered such that

@ṽ
@t
=m − 1

|�|
∫
@�
A(m)x′ F · n dS (7)
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Actually, for uniform grids, m identically vanishes and (7) becomes a conservation equation
for ṽ. Here, the proposed formulation holds a suitable strategy to avoid the explicit compu-
tation of m for non-uniform grids. This is accomplished by resolving the following modi�ed
momentum equation:

[A(m)x ]
−1 @ṽ
@t
=− 1

|�(x)|
∫
@�(x)

F · n dS (8)

in which the inverse of the deconvolution operator has been directly applied onto the velocity
time derivative. Also in this form, Equation (8) still stands for the evolution equation for the
high-order �ltered velocity ṽ. Alternatively, one could evaluate the RHS of Equation (8), solve
for �v and then explicitly perform the deconvolution at each time step. The present procedure
is not the same as solving Equation (2) for �v and then obtaining ṽ, during a post-processing
step, after the computation of the �ow �eld is �nished, as proposed in Reference [16]. In
order to point out the implicit character of the proposed formulation, the notation [A(m)x ]−1 is
left in the following.
As regards the continuity constraint, Equation (1) must be rewritten in terms of the resolved

velocity �eld as
∫
@�(x) n · v dS= q+

∫
@�(x) n · ṽ dS=0, where q stands again for the commutation

error term arising for non-uniform grids.
Since both the momentum and the continuity equations are not in a closed form, suitable

closure relations must be supplied. However, when the FV grid is su�ciently �ne, the ap-
proximation F(v)∼=F(ṽ) can be considered in Equation (8) and, congruently, q=0 can be
assumed in the continuity equation. Thus, by �xing m=2 denoting A(2)x =A, the deconvolved
integral NS equations are rewritten as∫

@�(x)
v · n dS =0

A−1 @v
@t
= Iconv + Idi� + Ipress

(9)

having de�ned the vector �elds

Iconv =− 1
|�(x)|

∫
@�(x)

vv · n dS

Ipress =− 1
|�(x)|

∫
@�(x)

pn dS

Idi� =
1

Re|�(x)|
∫
@�(x)

(∇v+∇Tv) · n dS ≡ 1
Re
Dv

(10)

along with the integro-di�erential operator

D( )≡ 1
|�(x)|

∫
@�(x)

[∇( ) +∇T( )] · n dS (11)

The numerical procedure adopted for solving the governing equations (9) is discussed in
detail in the next section.

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 43:431–462



DECONVOLUTION-BASED FOURTH-ORDER FINITE VOLUME METHOD 437

In a di�erent manner, for coarse FV grids, Equation (8) must be interpreted as a LES equa-
tion for the high-order �ltered velocity ṽ, to be supplied with some suitable SGS modelling,
as discussed in Section 4.

3. THE NUMERICAL PROCEDURE

In this section, the numerical procedure for the time-dependent solution of the deconvolved
integral NS equations (9) is introduced and a fourth-order accurate FV discretization is pre-
sented. For the sake of simplicity, the numerical method is illustrated in two spatial di-
mensions. A computational domain V =[0; L1]× [0; L2] is assumed, (x; y) standing for the
spatial co-ordinates and (u; v) for the velocity components. The time integration is performed
by means of a semi-implicit second-order accurate scheme, while the velocity–pressure de-
coupling is obtained by means of the pressure-free FTS method (e.g. References [24–26]).
As regards the spatial discretization, a co-located grid arrangement of the variables was pre-
ferred because of its computational simplicity. This choice implies that the �uxes, de�ned
along the FV boundary, must be approximated in terms of the balanced variables, located at
the FV centre. In the following sub-sections, the adopted grid de�nition, the time integration
and the space discretization are detailed. Furthermore, the consistent discretization of the in-
verse deconvolution operator is illustrated and the issue of the high-order boundary conditions
assignment for the FTS method is discussed.

3.1. Two-dimensional grid de�nition

The domain V is partitioned by means of a two-dimensional (2-D) Cartesian non-uniform
structured grid, as sketched in Figure 1. Along the x-direction, assumed to be homogeneous,

FV centers 

FV face nodes 

yj
+

yj
 -

h2 ( j)

i- i+

j-2 

j+2 

j+1 

i-2 i+2 i+1 

xi
+

xi
-

i-1 i 

j 

j-1 

∆yj 

j+ 

j- 

Figure 1. Sketch of the adopted 2-D computational FV grid, non-uniform in the y-direction;
(xi; yj) stands for the FV centre node.
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the FV centres are uniformly distributed, i.e. xi=(i − 1
2 )h1; (i=1; : : : ; N1); h1 =L1=N1 being

the step size and N1 the number of FVs in this direction. Along the y-direction, assumed to be
normal to a wall, a non-uniform grid is introduced by means of a 1-D mapping y=Y (�); �
being the independent variable in the transformed domain. The latter is uniformly partitioned
according to �k =(k − 1)H; (k=1; : : : ; N2 + 1); H =L2=N2 being the grid-spacing and N2 the
number of FVs in y-direction. Thus, the FV face co-ordinates in the physical space are de�ned
by y−j =Y (�j) and y

+
j =Y (�j+1); ( j=1; : : : ; N2) and the FV centre is located at

yj=(y−j + y
+
j )=2

Moreover, the distance between two adjacent FV centres is de�ned as

�yj ≡yj − yj−1 =
(y+j − y−j−1)

2
; ( j=2; : : : ; N2)

while the FV width along the y-direction is

h2( j)=y+j − y−j =Y (�j+1)− Y (�j)=HY ′(�j) +H 2Y ′′(�j)=2 + · · ·

Let us note that a smooth mapping is assumed, so that h2=H =O(1). Finally, one has the FV
de�nition �(xi; yj)≡�ij=[x−i ; x+i ]× [y−j ; y+j ], where the face co-ordinates can be expressed
in terms of the cell centre co-ordinates as

x−i = xi − h1=2; x+i = xi + h1=2

y−j =yj − h2( j)=2; y+j =yj + h2( j)=2

Henceforth, the explicit dependence of h2 from j is omitted and Y ′(�j) is denoted as Y ′
j .

3.2. Time integration and pressure–velocity decoupling

The time integration of the momentum equation (9)2 is based on the classical second-order
semi-implicit AB=CN scheme. In particular, the di�usive terms along the y-axis are inte-
grated according to the CN approximation, while the AB time-extrapolation is adopted for all
the others. According to such integration method, the corresponding discretized momentum
equation, along with the associated Dirichlet boundary conditions, becomes:(

A−1 − �t
2Re

D2

)
vn+1 =

(
A−1 +

�t
2Re

D2

)
vn +

�t
2

[
3
(
1
Re
D1vn + Inconv

)

−
(
1
Re
D1vn−1 + In−1conv

)]
+
∫ tn+1

tn
Ipress dt

vn+1 = vn+1b on @V

(12)

In reality, one should consider boundary conditions for the actual high-order averaged ve-
locity but, as usual, the physical conditions are directly exploited. Note how, in Equation (12),
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the operator (11) was split along the Cartesian directions as D=D1 +D2, with

D1( )≡ 1
|�(x)|

∫ y+

y−

(
@
@�

∣∣∣∣
x+

− @
@�

∣∣∣∣
x−

)
d�

D2( )≡ 1
|�(x)|

∫ x+

x−

(
@
@�

∣∣∣∣
y+

− @
@�

∣∣∣∣
y−

)
d�

(13)

x± and y± being the FV face co-ordinates.
The velocity–pressure de-coupling is obtained by means of the pressure-free FTS method,

which is based on a prediction step, where a non-solenoidal vector �eld v∗ is obtained by
solving Equation (12) without considering the pressure term, along with proper intermediate
boundary conditions:(

A−1 − �t
2Re

D2

)
v∗ =

(
A−1 +

�t
2Re

D2

)
vn

+
�t
2

[
3
(
1
Re
D1vn + Inconv

)
−
(
1
Re
D1vn−1 + In−1conv

)]
v∗ = v∗b on @V

(14)

Then, in order to obtain a divergence-free vector �eld, the intermediate velocity is cor-
rected in the projection step. That is, according to the Helmholtz–Hodge decomposition, v∗ is
expressed as the sum of the unknown divergence-free velocity vn+1 and a pure gradient �eld

vn+1 = v∗ −∇� (15)

By imposing the continuity constraint (9)1 the unknown �eld � must satisfy the equation:

(D1 +D2)�=
1

|�(x)|
∫
@�(x)

n · v∗ dS (16)

associated with proper normal boundary conditions

@�
@n
= n · (v∗b − vn+1b ) on @V (17)

It is noteworthy that the use of the CN scheme, though relaxing the stability constraints,
nevertheless introduces a �rst-order approximation in the evaluation of the actual pressure
�eld. In fact, by substituting Equation (15) into (12)1 and exploiting (14), remembering the
de�nitions (3) and (10)2, one gets the relation between the gradient term and the actual
pressure gradient �eld: ∫ tn+1

tn
∇p dt=

(
A−1 − �t

2Re
D2

)
∇� (18)

that, owing to (13), becomes∫ tn+1

tn
∇p dt=

(
A−1∇�− �t

2Re
@2∇�
@y2

)
=
(
I − �t

2Re
@2

@y2

)
∇� (19)

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 43:431–462



440 P. IANNELLI, F. M. DENARO AND G. DE STEFANO

whereby the last equality holds to fourth-order accuracy. Finally, since this relation holds for
any FV size, one obtains

∇
∫ tn+1

tn
p dt=

(
I − �t

2Re
@2

@y2

)
∇� (20)

from which it is evident that ∇� approximates the actual time integrated pressure gradient
only to �rst-order time accuracy. When required, for example for post-processing purposes,
the pressure �eld can be better evaluated by fully exploiting the above relation (e.g. Refer-
ence [26]).
Finally, in order to retain a real second-order time-accurate solution, proper boundary con-

ditions for computing the intermediate velocity �eld are required. This issue will be described
in Section 3.4, for both the prediction and the projection steps.

3.3. Fourth-order spatial discretization

This section illustrates the technique adopted for performing the spatial discretization of Equa-
tions (14) and (16) over a general FV, say �i; j. The line integration along the FV faces is
performed by means of the Simpson rule, while the Lagrangian interpolation is exploited for
�ux reconstruction. Even though, for a given accuracy order, the Lagrangian interpolation in-
volves a wider stencil than the Hermitian one (adopted, for example, in Reference [16]), the
former remains simply applicable also on non-uniform meshes. Finally, it will be shown that
the discretization of the approximate inverse deconvolution operator does not further enlarge
the stencil already involved by the �ux integration.

3.3.1. Line integrals discretization. The line integrals in Equations (14) and (16) are dis-
cretized to fourth-order accuracy by means of the Simpson formula applied in each direction.
For a generic function f, one has:

1
h2

∫ y+j

y−j

f(x±i ; �) d�=
1
6
(fi± ; j+ + 4fi± ; j + fi± ; j−)− h42

2880
@4f
@y4

∣∣∣∣
i± ; j

+ · · · (21)

wherein fi± ; j± ≡f(x±i ; y±j ). Thus, when considering the net �ux along the x-axis one has:

1
h1h2

∫ y+j

y−j

[f(x+i ; �)− f(x−i ; �)] d�=
1
6h1
(fi; j+ + 4fi; j + fi; j−)|i

+

i− − h42
2880

@5f
@x@y4

∣∣∣∣
i; j
+ · · ·

(22)

and, analogously, for the net �ux along the y-axis,

1
h1h2

∫ x+i

x−i

[f(�; y+j )− f(�; y−j )] d�=
1
6h2
(fi+ ; j + 4fi; j + fi− ; j)|j

+

j− − h41
2880

@5f
@x4@y

∣∣∣∣
i; j
+ · · ·

(23)
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During the interpolation procedure, illustrated in the next sub-section, the function f in
Equations (22,23) represent a component of either the convective �ux tensor vv, or the dif-
fusive one (∇v+∇Tv)=Re.

3.3.2. Flux interpolation procedure. Similarly to the procedure adopted in Reference [15], in
Equations (22) and (23) the face-node unknowns are expressed in terms of the FV centre
values by performing cubic Lagrangian interpolations. The consequent discretization of the
terms Iconv and Idi� , de�ned in (10), is illustrated.
When f stands for an advective �ux component (i.e. one among u2; v2; uv), by exploiting

1-D interpolations along the grid line in x-direction, the mid-point values fi± ; j, are approxi-
mated by f̂i± ; j according to

f̂i± ; j=
1
16
(9fi±1; j + 9fi; j − fi∓1; j − fi±2; j) (24)

while, in the other direction, for example at the mid-section point j+, one has

f̂i; j+ =
1
8

2∑
p=−1

apfi; j+p (25)

where the coe�cients ap, reported in Table I, depend on the position along the non-uniform
direction. A similar formula for f̂i; j− is obtained by simply shifting the index, being not
reported for the sake of brevity. It can be shown that the interpolation error corresponding to
the approximation (24) is

fi± ; j − f̂i± ; j=
3
128

h41
@4f
@x4

∣∣∣∣
i± ; j

+ · · · (26)

having exploited a Taylor-series expansion of the grid mapping law about yj. As regards with
the four corner values, they require successive applications of interpolations (24) and (25).
For example, the value fi+ ; j+ is approximated by �rst applying the relation (24) at (i+; j+p)
with p=−1; : : : ; 2; then, according to Equation (25), the interpolation along the y-direction
provides

f̂i+ ; j+ =
1
8

2∑
p=−1

apf̂i+ ; j+p

=
1
128

2∑
p=−1

ap[9(fi+1; j+p + fi; j+p)− (fi−1; j+p + fi+2; j+p)] (27)

which globally involves sixteen FV centres. Similarly, one proceeds to approximating the
other corner values and the corresponding interpolation errors are

fi± ; j± − f̂i± ; j± =
3
128

h41
@4f
@x4

∣∣∣∣
i± ; j±

+
3
128

H 4(Y ′
j )

4 @
4f
@y4

∣∣∣∣
i± ; j±

+ · · · (28)
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Concerning the discretization of Iconv, one can rewrite (22) as

1
h1h2

∫ y+j

y−j

[f(x+i ; �)− f(x−i ; �)] d�=
1
6h1
( f̂i; j+ + 4f̂i; j + f̂i; j−)

∣∣∣∣i+
i−

+
3
128

h41HY
′
j

h2
@5f
@x5

∣∣∣∣
i; j
+

1
128

(HY ′
j )
5

h2
@5f
@x@y4

∣∣∣∣
i; j

− h42
2880

@5f
@x@y4

∣∣∣∣
i; j
+ · · · (29)

and (23) as

1
h1h2

∫ x+i

x−i

[f(�; y+j )− f(�; y−j )] d�=
1
6h2
(f̂i+ ; j + 4f̂i; j + f̂i− ; j)|j

+

j−

+
h41
128

HY ′
j

h2
@5f
@x4@y

∣∣∣∣
i; j
+

3
128

(HY ′
j )
5

h2
@5f
@y5

∣∣∣∣
i; j

− h41
2880

@5f
@x4@y

∣∣∣∣
i; j
+ · · · (30)

These equations show a fourth-order leading truncation error since, for vanishing grid spac-
ing, HY ′

j =h2 tends toward unity.
On the other hand, when f stands for a di�usive �ux component, that is @g=@x or @g=@y; g

standing for a velocity vector component, the mid-point values (@g=@x)i± ; j are approximated
by (

@̂g
@x

)
i± ; j

=± 1
24h1

(27gi±1; j − 27gi; j + gi∓1; j − gi±2; j) (31)

while in the non-uniform direction, for example at the mid-section point j+, the value (@g=
@y)i; j+ is given by (

@̂g
@y

)
i; j+

=
2∑

p=−1
bpgi; j+p (32)

the coe�cients bp being reported in Table I. By shifting the index j, a similar expression

for the value (@g=@ŷ)i; j− is obtained. It is noteworthy remarking that Equations (31) and (32)
were obtained �rst by approximating g with a cubic polynomial and then di�erentiating it.
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The errors corresponding to the above approximations are(
@g
@x

)
i± ; j

−
(
@̂g
@x

)
i± ; j

=
3h41
640

@5g
@x5

∣∣∣∣
i± ; j

+ · · ·

(
@g
@y

)
i; j±

−
(
@̂g
@y

)
i; j±

= (HY ′
j )
4

[
3
640

@5g
@y5

∣∣∣∣
i; j±

+
7
96

Y ′′
j

(Y ′
j )2

@4g
@y4

∣∣∣∣
i; j±

]
+ · · ·

(33)

respectively.
As regards the evaluation of di�usive �uxes at a corner node, both x and y derivatives

are required in Equations (22,23). Therefore, a strategy similar to that adopted for obtain-
ing Equation (27) is exploited. For example, in order to approximate (@g=@x)i+ ; j+ , one �rst
applies the approximate derivative (31) at (i+; j + p) with p=−1; : : : ; 2; then, according to
Equation (25), the interpolation along the y-direction provides

(
@̂g
@x

)
i+ ; j+

=
1
8

2∑
p=−1

ap

(
@̂g
@x

)
i+ ; j+p

=
1

192h1

2∑
p=−1

ap(27gi+1; j+p − 27gi; j+p + gi−1; j+p − gi+2; j+p) (34)

In a similar manner, one proceeds in approximating (@g=@y)i+ ; j+ , that is, one �rst applies the
approximate derivative (32) at (i+p; j+) with p=−1; : : : ; 2; then, according to Equation (24),
the interpolation along the x-direction provides

(
@̂g
@y

)
i+ ; j+

=
1
16

9( @̂g
@y

)
i+1; j

+ 9

(
@̂g
@y

)
i; j

−
(
@̂g
@y

)
i−1; j

−
(
@̂g
@y

)
i+2; j


=
1
16

2∑
p=−1

bp[9(gi+1; j+p + gi; j+p)− (gi−1; j+p + gi+2; j+p)] (35)

By shifting the index j, one can obtain the approximations for the other three corner nodes.
The corresponding interpolation errors associated with expressions (34) and (35), are(

@g
@x

)
i+ ; j+

−
(
@̂g
@x

)
i+ ; j+

=
3h41
640

@5g
@x5
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i+ ; j+

+
3(h1Y ′

j )
4

128
@5g
@y4@x

∣∣∣∣
i+ ; j+

+ · · ·

(
@g
@y

)
i+ ; j+

−
(
@̂g
@y

)
i+ ; j+

=
3h41
128

@5g
@x4@y
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i+ ; j+

+ (HY ′
j )
4

[
3
640

@5g
@y5

∣∣∣∣
i+ ; j+

+
7
96

Y ′′
j

(Y ′
j )2

@4g
@y4
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i+ ; j+

]
+ · · ·

(36)

respectively.
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Finally, as far as the discretization of Idi� is concerned, Equation (22) rewrites as

D1|i; jg≡ 1
h1h2

∫ y+j

y−j

(
@g
@�

∣∣∣∣
x+i

− @g
@�

∣∣∣∣
x−i

)
d�

=
1
6h1

( @̂g
@x

)
i; j+

+ 4

(
@̂g
@x

)
i; j

+

(
@̂g
@x

)
i; j−

∣∣∣∣∣∣
i+

i−

+
3
640

h41HY
′
j

h2
@6g
@x6

∣∣∣∣
i; j
+

1
128

(HY ′
j )
5

h2
@6g
@x2@y4

∣∣∣∣
i; j

− h42
2880

@6g
@x2@y4

∣∣∣∣
i; j
+ · · · (37)

and (23) as

D2|i; jg≡ 1
h1h2

∫ x+i

x−i

(
@g
@�

∣∣∣∣
y+j

− @g
@�

∣∣∣∣
y−j

)
d�

=
1
6h2

( @̂g
@y

)
i+ ; j

+ 4

(
@̂g
@y

)
i; j

+

(
@̂g
@y

)
i− ; j

∣∣∣∣∣∣
j+

j−

+
7
96
(HY ′

j )
5

h2

Y ′′
j

(Y ′
j )2

@5g
@y5

∣∣∣∣
i; j

+
3
640

(HY ′
j )
5

h2
@6g
@y6

∣∣∣∣
i; j
+

1
128

h41HY
′
j

h2
@6g
@x4@y2

∣∣∣∣
i; j

− h41
2880

@6g
@x4@y2

∣∣∣∣
i; j
+ · · · (38)

These relations are also exploited for discretizing the LHS of the projection equation (16),
the RHS being approximated according to the procedure adopted for Iconv. According to
the proposed discretization, a twenty-�ve grid-nodes computational molecule for both the
prediction and the projection steps is obtained. The strong even–odd coupling, associated with
such stencil, guarantees that no spurious solutions are produced.

3.3.3. High-order discrete deconvolution. For a symmetric cell construction, the approximate
inverse deconvolution operation appearing in Equation (9), rewrites as

A−1ṽ≡
(
Ix +

h21
24

@2

@�2

∣∣∣∣
x
+
h22
24

@2

@�2

∣∣∣∣
x

)
ṽ= �v(x) (39)

which involves only second spatial derivatives, multiplied by second-order terms. In such
a case, having �xed m=2, Equation (39) is approximated up to O(hm+21 ; hm+22 )=O(h41; h

4
2)

terms. However, its congruent discretization is not a trivial issue, since the analysis of the
local truncation error in the physical space does not provide, by itself, a clear insight of its
accuracy. For this reason, the spectral error distribution must also be examined. In fact, a
proper discretization of derivatives could be obtained by just considering second-order central
di�erences. Even though such a discretization is consistent with the global fourth-order local
truncation error, it has been experienced by the present authors to a�ect the accuracy of the
numerical solution in the spectral space.
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In order to clarify the issue, consider equation (39) in one homogeneous direction, for the
velocity component u. When the averaging operation at RHS, that is �u(x)= 1

h

∫ x+h=2
x−h=2 u(x

′) dx′,
is consistently discretized up to fourth-order accuracy, one gets

P∑
p=−P

wpũi+p=
2∑

q=−2
vqui+q (40)

being (v−2; v−1; v0; v1; v2)= (− 1
96 ;

1
12 ;

41
48 ;

1
12 ;− 1

96 ) and ũi standing for the discretized decon-
volved �eld. By using a second-order approximation for the second derivative at LHS, it
holds P=1 and (w−1; w0; w1)= ( 124 ;

11
12 ;

1
24 ).

Actually, this approximation does not exploit the maximum available grid resolution, since it
employs only three of the �ve nodes involved in the fourth-order �ux reconstruction. For this
reason, one guesses that a better discretization could be obtained by using the fourth-order
accurate central di�erence formula, for which P=2 and the weights are (w−2; w−1; w0; w1; w2)=
(− 1

288 ;
1
18 ;

43
48 ;

1
18 ;− 1

288 ).
Hence, the discrete �lter implicated in the present method, is a symmetric Pade-type �lter,

its transfer function resulting in

Ĝ(kh)=
(
41
48
+
cos kh
6

− cos 2kh
48

)/(
11
12
+
cos kh
12

)
(41)

or

Ĝ(kh)=
(
41
48
+
cos kh
6

− cos 2kh
48

)/(
43
48
+
cos kh
9

− cos 2kh
144

)
(42)

for second- and fourth-order accurate formula, respectively. In these de�nitions, the �lter
functions are truncated at the Nyquist wave number �=h corresponding to the numerical
grid. The transfer functions are plotted in Figure 2, together with those obtained for m=0,
by considering both second- and fourth-order integral discretization, i.e. the trapezoidal and
the Simpson quadrature rules, respectively. Let us highlight that, owing to the constraint
for which the measure h of the FV corresponds to the e�ective �lter width, the continu-
ous top-hat �lter is T̂ (kh)= sin(kh=2)=(kh=2), so that the continuous counterpart of (42) is
Ĝ(kh)= (1 + (k2h2=24))T̂ (kh), as reported in Reference [19]. By making a comparison with
the corresponding sharp cut-o� �lter, it is evident that: (i) whatever discretization order is
used, the deconvolution e�ectively acts for recovering the contribution from smallest resolved
scales and (ii) the consistent fourth-order �ltering formula (42) improves the result of formula
(41). The higher spectral accuracy, herein theoretically illustrated, will be further demonstrated
in Section 5 for a practical simulation.
Moreover, the discrete �lter (42) has vanishing moments up to third order, re�ecting the fact

that it is a good approximation to the sharp cut-o� �lter, which is more appealing according
to several authors (e.g. References [21–23]).
It is worth stressing that the deconvolution-based method can be also viewed in the frame-

work of reconstruction procedures for high order FV methods, also referred to as mass matrix
construction (e.g. References [13, 14, 19, 28]). However, each assumption about the underly-
ing functional form of the solution would produce a di�erent discrete operator, the spectral
resolution of which should be analysed.
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Figure 2. Discrete �lter transfer functions. Case m=0: trapezoidal (II) and Simpson (IV) integration.
Case m=2: second (II) and fourth-order (IV) FD discretization for the deconvolution operator.

Finally, it can be remarked that the deconvolution does not increase the computational cost
of the overall numerical procedure since, due to the adopted semi-implicit time discretization,
one simultaneously accounts for both deconvolution and time integration.

3.4. High-order boundary conditions assignment

In solving the prediction equation (14), the assignment of proper boundary conditions is not
a trivial task, since the provisional �eld v∗ does not correspond to the true solution at any
intermediate time (e.g. Reference [29]). Actually, by solving the projection equation (16) along
with the boundary conditions (17), the normal velocity component on the boundary is exactly
satis�ed at the new time level, whatever v∗b has been prescribed in (14). The same is not
true for the tangential velocity component which, evaluated according to (15), results only
in an approximation of the physical condition t · vn+1b (e.g. References [26, 30]). However,
intermediate boundary conditions can be derived from the knowledge of the variables at
previous time levels. For example, in order to improve the accuracy obtained by simply
�xing v∗b = v

n+1
b , some authors interpreted the provisional velocity as a time-continuous �eld

and exploited a truncated Taylor-series expansion, so obtaining v∗b = v
n+1
b +�t∇�n|b [25]. As

a matter of fact, since the projection step enforces @�n+1=@n= @�n=@n= · · · = @�0=@n at the
boundary, a numerical boundary layer is generated, resulting in a reduced e�ective accuracy of
the method. The strategy of resetting, at the end of each time step, the tangential component
to its correct physical value was proved to remain still inadequate, as well as it can reduce
the smoothness of the velocity �eld [26, 30].
In order to avoid the use of approximations for the pressure gradient along the boundary, a

new proposal for assigning accurate BCs, based solely on the velocity �eld, is herein derived.
That is, by considering Equation (14)1 in the limit for vanishing mesh size and evaluating it
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on the boundary, one obtains

(
I − �t

2Re
@2

@y2

)
v∗
∣∣∣∣
@V
=
(
I +

�t
2Re

@2

@y2

)
vn
∣∣∣∣
@V

−
[
�t
2

∇ · (3vnvn − vn−1vn−1)− �t
2Re

(
3
@2vn

@x2
− @2vn−1

@x2

)]∣∣∣∣
@V

(43)

since the truncated deconvolution operator tends toward the identity. Such equation, discretized
by means of fourth-order asymmetric FD formulas, is resolved in coupling with the prediction
equation, by avoiding the explicit assignment of v∗b . Such a procedure has been tested for
several cases and revealed to ful�ll second-order accuracy all the way up to the boundary
[36, 37].
As far as the pressure equation is concerned, in solving Equation (16) with the boundary

condition (17), it is not necessary to e�ectively prescribe the normal gradient, the di�erence
(@�=@n− n · v∗b )= − n · vn+1b being known. In fact, by rewriting Equation (16) for the generic
FV, one has

∫ y+j

y−j

(
@�
@�

∣∣∣∣
x+i

− @�
@�

∣∣∣∣
x−i

)
d�+

∫ x+i

x−i

(
@�
@�

∣∣∣∣
y+j

− @�
@�

∣∣∣∣
y−j

)
d�

=
∫ y+j

y−j

[u∗(x+i ; �)− u∗(x−i ; �)] d�+
∫ y+i

y−i

[v∗(�; y+i )− v∗(�; y−i )] d� (44)

and considering the faces x+i and y
−
j to coincide with a portion of the frontier @V where, for

example, un+1b (x+i ; y)= v
n+1
b (x; y−j )=0 are prescribed, the use of (17) leads to∫ x+i

x−i

@�
@�

∣∣∣∣
y+j

d�−
∫ y+j

y−j

@�
@�

∣∣∣∣
x−i

d�=
∫ x+i

x−i

v∗(�; y+j ) d�−
∫ y+j

y−j

u∗(x−i ; �) d� (45)

In particular, when the Simpson formula is applied to each term of (45), one gets:

h1
6

(
@�
@y

∣∣∣∣
i− ; j+

+ 4
@�
@y

∣∣∣∣
i; j+

)
− h2
6

(
4
@�
@x

∣∣∣∣
i− ; j

+
@�
@x

∣∣∣∣
i− ; j+

)

=
h1
6
(v∗i− ; j+ + 4v

∗
i; j+)−

h2
6
(4u∗i− ; j + u

∗
i− ; j+) (46)

Such equation is discretized in space by means of proper asymmetric FD formulas and
without using ghost-points.
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4. THE DECONVOLUTION-BASED FV METHOD IN THE LES FRAMEWORK

In this section, the present deconvolution-based FV method is interpreted from the LES point
of view. In this framework, Equation (3) de�nes the �ltered velocity as resulting from the
�ltering operation �v=G ∗ v; G being the top-hat �lter kernel so that the integral momentum
equation (2) can be formally rewritten as the explicitly top-hat �ltered NS equation:

@�v
@t
+G ∗ [∇ ·F(v)]= 0 (47)

The corresponding LES momentum equation is

@�v
@t
+G ∗ [∇ ·F(�v)]=G ∗ (∇ ·T) (48)

having de�ned the �ltered momentum �ux tensor as F(�v)= �v�v+ Ip− (1=Re)(∇�v+∇T �v). Let
us notice that Equation (48) holds for general non-uniform �ltering, since the commutativity
between �ltering and di�erentiation is not therein required. The SGS stress tensor T is de�ned
according to

T=(�v�v − vv)− 2
Re
( �S− S) (49)

and must be modelled in order to close the LES problem in the unknown �v. In Equation (49),
S= 1

2(∇v + ∇Tv) stands for the velocity strain-rate tensor as well as �S= 1
2(∇�v + ∇T �v). In

deriving Equation (48), the �ltering operation is explicitly indicated as it corresponds to the
actual FV integration. Let us point out that the SGS term at RHS of Equation (48) preserves
a non-local character, but in approximating (49) one can also use models which are local
in space, the introduction of additional explicit �ltering operation (as proposed, for instance,
in Reference [38]) not being required. Indeed, in FV simulations, it appears suitable to use
the SGS stress de�nition (49), where the convective term is not explicitly �ltered, the further
�ltering operation being involved by the volume integration. Moreover, a di�usive term was
also correctly considered.
As a matter of fact, methods based upon a truncated Taylor-series expansion has been

exploited in deriving turbulence models since the pioneering work by Leonard [39], while
approximate deconvolution procedures have been recently exploited for developing SGS mod-
eling procedures [32–35]. In this context, according to the approximate deconvolution model
(ADM) [34, 35], Equation (49) could be approximated as

T∼=(�v�v − ṽṽ)− 2
Re
( �S− S̃) (50)

where S̃= 1
2(∇ṽ+∇Tṽ) stands for the high-order �ltered velocity strain-rate tensor.

Alternatively, according to the generalized scale similarity (GSS) model [32, 33], one has

T∼=( �̃v �̃v − ṽṽ)− 2
Re
( �̃S− S̃) (51)
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where �̃S= 1
2(∇ �̃v +∇T �̃v). In both (50) and (51) ṽ stands for the approximately deconvolved

velocity, that is

ṽ≡G(m)inv ∗ �v (52)

G(m)inv being an mth order approximate inverse of G. However, as it is well known since their
inception, scale-similarity models, though exhibiting high-level correlation in a priori tests,
nevertheless they are only slightly dissipative and need to be supplied with an eddy viscosity
SGS term, that leads to the adoption of mixed models [40]. For instance, by supplying model
(51) with the Smagorinsky eddy-viscosity model, one obtains

T∼=( �̃v �̃v − ṽṽ)− 2
Re
( �̃S− S̃) + 2(C�)2| �S| �S (53)

where | �S| stands for the magnitude of the averaged velocity strain-rate tensor, C stands for a
model coe�cient and the �lter width � corresponds to the linear extent of the FV. A similar
mixed model can be derived starting from Equation (50).
These modelling procedures, based upon the approximate deconvolution of the volume-

averaged velocity, are now extended to the present FV methodology. This task requires the
proper de�nition of the numerical �ux function according to (49), as well as the explicit
discrete convolution of the SGS term. To the authors’ knowledge, such an extension has not
been presented elsewhere.
As far as the present procedure is concerned, by considering de�nition (52) one has

A(m)x ( )=G
(m)
inv ∗( ). By de�ning the high-order �ltering operation ṽ=G(m)inv ∗[G∗v], the governing

equation (6) can be formally rewritten as the high-order �ltered NS equation

@ṽ
@t
+G(m)inv ∗ {G ∗ [∇ ·F(v)]}= 0 (54)

Hence, the corresponding LES momentum equation for the unknown ṽ becomes

@ṽ
@t
+G(m)inv ∗ {G ∗ [∇ ·F(ṽ)]}=G(m)inv ∗ [G ∗ (∇ ·T(m))] (55)

that can be recast in a form corresponding to Equation (8) by writing

[G(m)inv ]
−1 ∗ @ṽ

@t
+G ∗ [∇ ·F(ṽ)]=G ∗ (∇ ·T(m)) (56)

in which the SGS term is now de�ned according to

T(m) = (ṽṽ − vv)− 2
Re
(S̃− S) (57)

This de�nition, as well as the e�ective importance of T(m), strongly depends on the adopted
�lter width, corresponding to the FV grid size, as well as on its shape, corresponding to the
�xed deconvolution order m [19, 22, 41]. Observe that, when modelled according to the only
ADM procedure (i.e. v∼= ṽ), the unknown SGS stresses (57) identically vanish. In this case,
the governing equation (55) closely resembles the evolution equation for the approximately
deconvolved velocity considered in References [31, 34, 35].
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Alternatively, according to the GSS mixed model, it holds instead that

T(m) ∼=(˜̃v ˜̃v − ṽṽ)− 2
Re
( ˜̃S− S̃) + 2(C�)2|S̃|S̃ (58)

where, obviously, ˜̃S= 1
2(∇ ˜̃v + ∇T ˜̃v). It is worth remarking that, for a given �lter width, by

increasing the deconvolution order m, the high-order �ltered velocity (52) tends towards the
spectral cut-o� counterpart for which the scale similarity part of the model would vanish.

5. NUMERICAL RESULTS

In this section, by exploiting an exact NS solution, the high space–time accuracy of the
presented FV method is �rst examined. This kind of �ow is often considered for validating
unsteady NS solvers (e.g. References [16, 25]). Then, in order to investigate the capabilities of
the present method in simulating real �ows, a time evolving mixing layer solution is carried
out in the context of both DNS and LES approaches.

5.1. Accuracy analysis

The adopted test case for the accuracy analysis is the following 2-D Taylor solution:

u(x; y; t) =− cos x sin ye−2t

v(x; y; t) = sin x cosye−2t

p(x; y; t) =−0:25(cos 2x + cos 2y)e−4t
(59)

depicting a decaying vortex interaction. The velocity �eld is initialized by making use of (59)
in the domain V =[−�; �)× [−�; �). When non-uniform grids are considered, a cosine-based
stretching law is adopted in y-direction (the re�nement being performed around y=0), while
retaining a uniform grid spacing in x-direction. The discretization error is evaluated by taking
the L∞ norm of the di�erence between the exact and the computed u �elds, that appears to
be the most meaningful way to study the local accuracy of the method.
The spatial accuracy is analysed by �xing �t=10−4 and computing the errors after 100

time steps for two di�erent types of boundary conditions. In Figure 3, the e�ect of the de-
convolution procedure is studied for the homogeneous case, by imposing periodical boundary
conditions along each direction. The results, for both uniform and non-uniform grids, are
reported in terms of the discretization errors against the normalised mesh size, that is the
ratio between the actual and the smallest adopted grid spacing. It clearly appears how, in
presence of the de-averaging procedure (m=2), a fourth-order convergence is successfully
obtained, con�rming that the step-by-step deconvolution provides a fourth-order approximation
to the point-wise �eld. On the contrary, in absence of the deconvolution (m=0), one obtains
only a second-order accurate solution, regardless of using a fourth-order �ux reconstruction. In
order to validate the spatial discretization of Equation (43), a simulation has been performed
by prescribing Dirichlet boundary conditions at y=±�, while retaining the periodic ones at
x=±�. The fourth-order spatial accuracy is still maintained all the way up to the boundary,
as illustrated in Figure 4.
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Figure 3. E�ect of the de-convolution on the spatial accuracy for the homogeneous case. The errors are
computed after 100 time steps on both uniform and non-uniform grids.

Finally, the time accuracy of the present FTS method has been examined. The discretiza-
tion error has been evaluated after a single time step integration, on a 60× 60 mesh. As ex-
pected, thanks to the high-order intermediate boundary conditions, a third-order slope has been
obtained, see Figure 5, corresponding to a second-order local truncation error. Conversely, it
was experienced that the adoption of intermediate boundary conditions based upon Taylor-
series expansion proposed in Reference [25] leads to a �rst-order truncation error.

5.2. Time evolving mixing layer

Although it could be debatable the mixing layer represents a model of real turbulent �ow,
nevertheless it can be considered a good model problem for testing high-order numerical meth-
ods for unsteady incompressible �ows. In fact, this �ow exhibits the non-linear development
of Kelvin–Helmholtz instabilities in which vorticity dynamics play a fundamental role [42].
This complex dynamics is strongly sensitive to the truncation error associated to the numeri-
cal method and mixing layer simulations are currently conducted, also at moderate Reynolds
numbers, in order to address the main features of a numerical method (e.g. Reference [43]).

5.2.1. Model-free simulation. The aim of this section is to show the good spectral resolution
obtained by means of the proposed deconvolution-based FV method. In order to have a mean-
ingful comparison between di�erent numerical methods, we assume all the reported solutions
to correspond to the same characteristic time, say T , as later speci�ed. Numerical simulations
are carried out in the domain V =[0; 4�a)× [−2�a; 2�a]; �a=7�1 being an approximation
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Figure 4. Space accuracy analysis for the non-homogeneous case. The errors are computed after 100
time steps on both uniform and non-uniform grids.
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Figure 5. Time accuracy analysis. The errors are computed after one time step on both
uniform and non-uniform 60× 60 grids.
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Figure 6. Mixing layer model-free simulation: time evolution of the energy associated to the character-
istic wave numbers k1 (left) and k4 (right), for di�erent FV simulations on a 128× 128 uniform grid,

along with the reference spectral solution.

of the most unstable wavelength in the homogeneous x-direction and �1 the initial vorticity
thickness. The same initial velocity pro�le adopted in Reference [42] is here considered, that
is u(y)= u∞ tanh 2y=�1; u∞ being the asymptotic velocity. Both a deterministic sine pertur-
bation at the wave number k4 = 2�=�a and a white noise are superimposed upon the initial
velocity �eld, in order to trigger and tune the instability. Moreover, free-stream conditions are
prescribed at y=± 2�a while the Reynolds number is �xed to Re= u∞�1=�=500. For our
purposes, results are provided in terms of the one-dimensional longitudinal energy spectrum
for the streamwise velocity component

E1(k)≡ 1
4�a

∫ 2�a

−2�a
|û(k; y)|2 dy

û being the 1-D Fourier transform of u along the x-direction.
In the following, a spectral solution, obtained on a computational domain doubled in

y-direction, is used as a reference. In this respect, a 384× 768 modes resolution has been
proved to be su�cient for obtaining a grid independent solution. As a �rst result, the time
evolution of E1(k1) and E1(k4), k1 = k4=4 being the characteristic wave number associated
with the largest vortex, for �xed longitudinal extent of the computational domain, is reported
in Figure 6. Results from di�erent FV simulations on a 128× 128 uniform grid for a �xed
non-dimensional �t=10−3, as well as those ones obtained by means of the spectral method,
are shown. It clearly appears that 120�1=u∞ is quite a good choice for the characteristic time
T . In fact, at this time, after a slightly di�erent transient, all solutions tend toward the same
energy level. In particular, the FV results are obtained from simulations performed with and
without deconvolution, the former being carried out with both second (II) and fourth-order
(IV) FD approximations for the second derivatives in the deconvolution operator, as discussed
in Section 3.3.3.
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Figure 7. Mixing layer model-free simulation: energy spectra for di�erent solutions on a
128× 128 uniform grid, with (m=2) and without (m=0) deconvolution. The former with sec-
ond (II) and fourth-order (IV) FD discretization for the deconvolution operator. The spectral

reference solution is also reported.

The e�ectiveness of both deconvolution and its proper discretization are clearly demon-
strated in Figure 7, where the energy spectra at time T , corresponding to di�erent numerical
solutions, are reported. In particular, the highest order discretization of the deconvolution op-
erator provided the best resolution, allowing for a well resolved wave numbers range about 60
per cent larger with respect to the case m=0. Though no SGS model has been explicitly used,
this result demonstrates how the present high-order deconvolution-based FV method allows
us to properly describe most of the resolved wave number components of the �ow. This also
holds for the actual grid, which does not allow for a real DNS solution. As already discussed
in Section 4, this is in accordance to having a sort of implicit turbulence modelling. The
e�ect of the deconvolution is also evident after inspection of Figure 8, where the iso-vorticity
contours at the same time T , corresponding to the non-dimensional levels 0.1, 0.15 and 1,
are drawn. Indeed, for m=0, contrarily to m=2, some oscillations appear in the vorticity
�eld, re�ecting the presence of signi�cant residual energy at highest resolved wave numbers,
as already illustrated in Figure 7.
Furthermore, by adopting a cosine stretching law along the y-axis while maintaining the

same number of FVs along each direction, the e�ect of using a non-uniform cell distribution
is examined. The resulting longitudinal energy spectra are drawn in Figures 9 and 10, for
the cases m=0 and 2, respectively. In the former case, the e�ectiveness of grid stretching
in increasing the spectral resolution of the computed velocity �eld is quite clear. The gain
is less evident in the latter case, since the deconvolution already allows recovering the most
part of the highest resolved wavenumber components. In fact, for the actual coarse DNS, it
appears that either grid stretching or deconvolution produce similar good e�ect. By making a
comparison between Figures 9 and 10, one can conclude that the best spectral resolution is
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Figure 8. Mixing layer model-free simulation: iso-vorticity contours (0:1; 0:15; 1) corresponding to the
cases m=0 (left) and m=2 (right) with a fourth-order FD discretization for the deconvolution operator.
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Figure 9. Mixing layer model-free simulation: energy spectra for FV solutions on a 128× 128 grid,
corresponding to m=0, with and without grid stretching. The spectral reference solution is also reported.

obtained by virtue of the deconvolution procedure. However, these conclusions could depend
on the actual �ow conditions and the issue must be better examined in future works, by
simulating real 3-D turbulent �ows.
Finally, for a su�ciently �ne grid, the present methodology led to a solution resembling

the spectral one. Actually, the result obtained on a 256× 256 uniform grid, reported in
Figure 11, can be considered as a DNS solution since a further re�nement showed no signif-
icant improvement.
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Figure 10. Mixing layer model-free simulation: energy spectra for FV solutions on a 128× 128 grid,
corresponding to m=2, with and without grid stretching. The spectral reference solution is also reported.
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Figure 11. Mixing layer model-free simulation: energy spectra corresponding to a FV solution on a
256× 256 uniform grid, for m=2. The spectral reference solution is also reported.

5.2.2. Modelled simulation. So far, the evolution equation (9)2 has been solved without in-
troducing any explicit SGS model, that is by �xing T(2) = 0 as it results by adopting the
ADM approximation in Equation (57). This is also equivalent to solving Equation (48) for
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Figure 12. Mixing layer modelled simulation: energy spectra corresponding to a FV
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reference solution is also reported.

the top-hat �ltered velocity, supplied with the ADM expression (50), as also recognized in
Reference [34].
In this section, some preliminary results about the implementation of the present high-

order method for LES of incompressible turbulent �ows are presented. In order to close the
evolution equations for the �ltered velocity, mixed SGS models based upon the eddy viscosity
Smagorinsky model have been used. The coe�cient for the Smagorinsky model has been �xed
to C=0:04 for all simulations. A coarse 100× 100 grid is used for the domain discretization.
The time integration of the modelled SGS terms is performed by means of the explicit AB
scheme and the intermediate boundary condition (43) is appropriately modi�ed by including
the model.
First, without performing the deconvolution of the volume-averaged velocity (m=0), the

LES equation (48) has been solved with the mixed model based upon both the ADM (50)
and the GSS model (51). It has been found that the LES supplied with the former becomes
unstable while the latter provides the result reported in Figure 12. The solution obtained
by exploiting the sole Smagorinsky model is also shown in the same �gure, con�rming the
superior performances of the GSS mixed model with respect to the pure eddy-viscosity one.
However, in this case, the chosen value for the Smagorinsky constant appears to be too high,
leading to an over-estimated energy dissipation. The better behaviour of the LES based upon
(51) might be due to the fact that the highest frequencies are somehow smoothed by the
double �ltering operation. However, all these features might also depend on the explicit AB
time integration of the SGS terms and, thus, such issue requires some more study. Anyway,
these results prove both the correctness and the accuracy of the present formulation, as an
extension of the deconvolution-based SGS modelling to the FV approach.
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Figure 13. Mixing layer modelled simulation: energy spectra corresponding to a FV so-
lution on a 100× 100 uniform grid, for m=2 and di�erent SGS models. The spectral

reference solution is also reported.

Then, as far as the LES in terms of the deconvolved velocity is concerned (m=2),
Equation (56) is solved by means of both the mixed model (58) and the pure Smagorin-
sky one. Owing to the step-by step deconvolution, the simulation remains stable also in the
latter case. The results are presented in Figure 13 and once again demonstrate the capability
of the present high-order FV method to accurately represent the energy transfer at highest
frequencies. However, the mixed model remains too dissipative, that is not surprising since
part of the dissipation is already provided by the scale-similarity model and the Smagorinsky
constant should be correspondently adjusted. Actually, the simulations could be improved by
determining this coe�cient by means of a dynamic procedure, that will be a subject of future
work. As a �nal test, a simulation without any modelling has been done also for this coarse
grid, providing an unstable solution.
From the observation of Figures 12 and 13, the smallest resolved scales appear to be

contaminated by the truncation errors, resembling the shape of the transfer functions reported
in Figure 2. By exploiting an additional explicit �ltering with �¿h one could avoid this
problem but a �ner grid could be necessary for the same resolution. However, when the
GSS model is adopted, the deconvolution-based procedure seems equivalent to solving for the
volume-averaged velocity.

6. CONCLUSIONS

This paper was devoted to the development of a real fourth-order accurate FV method for
simulating unsteady incompressible viscous �ows on non-uniform Cartesian grids. The high
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accuracy of the method was accomplished by exploiting both high-order �ux integration and
a suitable deconvolution procedure for the volume-averaged velocity. Thus, contrarily to other
classical high-order FV formulations, the resolved �eld e�ectively stands for a fourth-order
approximation to the point-wise solution. As FV simulations are much more feasible than the
spectral ones for simulating complex �ows, the present method, leading to a good resolution
in spectral space, appears very e�cient.
A classical projection method for the pressure–velocity decoupling of the NS equations sys-

tem was exploited. In this context, proper intermediate boundary conditions for the prediction
step were originally proposed and their implementation provided a real second-order time ac-
curacy solution. The overall high accuracy of the method was demonstrated, for uniform and
non-uniform grids, by considering a classical analytical NS solution. Moreover, a 2-D time-
evolving mixing layer simulation emphasized the e�cacy of the deconvolution procedure,
by also addressing the e�ect of the appropriate discretization of the inverse deconvolution
operator.
The present method was also viewed in the context of LES. As the deconvolution procedure

allows us to have a good spectral resolution in the resolved wave numbers range, it becomes
possible to improve the performances of classical SGS models, since they essentially rely
on the smallest resolved scales. On the other hand, it was recognized that the deconvolution
acts as a sort of implicit SGS modelling for the �ltered NS equations. In this respect, the
actual numerical procedure can be cast in the context of approximate deconvolution modelling
procedures for LES. However, an explicit dissipation model for the residual stress terms
must be added, as clearly con�rmed by the mixing layer simulation. Note that the present
formulation can be generalized within the framework of the explicit-�ltering LES approach in
order to keep the numerical and the �ltering issues apart. Speci�cally, once the fourth-order
�ux integration has been performed, the volume-averaged �eld can be built on a larger cell,
composed of a suitable set of adjacent ones. Consequently, by means of the deconvolution
procedure, one obtains a velocity �eld which is �ltered over a characteristic length di�erent
from the grid size, thus avoiding the balanced variable being contaminated by numerical
errors at highest resolved wave-numbers. However, in order to further address how the present
method performs in LES approach, more research is needed.
Finally, according to the general formulation developed in Section 2, the extension of

the present procedure to 3-D �ow simulations is straightforward. Here, the evaluation of
�uxes would require a fourth-order accurate surface integration and a generalization of the
interpolation strategy, while the FTS methodology, as well as the implementation of the high-
order intermediate boundary conditions, could be easily maintained.
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